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metoda najmniejszych kwadratow
algebraiczne zagadnienie wtasne

https://docs.scipy.org/doc/scipy/tutorial/index.html



https://docs.scipy.org/doc/scipy/tutorial/index.html

Biblioteka scipy

Narzedzia numeryczne dotyczace m. in.:

 funkcji specjalnych (scipy.special)

« catkowania numerycznego (scipy.integrate)

« problemow optymalizacyjnych (scipy.optimize)
e interpolacji (scipy.interpolate)

 transformaty Fouriera (scipy.fft)

 zagadnien algebry liniowej (scipy.linalg)

https://docs.scipy.org/doc/scipy/tutorial/index.html



https://docs.scipy.org/doc/scipy/tutorial/index.html
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Politechnika
Wroctawska

Szybka transformata Fouriera

Przyktad =

o scipyj?.pyx
pokazuje:
Przyktad pokazujgcy wykorzystanie funkcji fft
° importowanie funkCJ] z modutu fft biblioteki scipy.
= “ L Wykorzystanie transformaty Fouriera

Z mOdUlU fft b]bl]Otek] do analizy czestotliwoSciowe] sygnatu sinusoidalnego.

SC]py https://docs.scipy. doc/scipy/tutorial/fft.html
» wykorzystanie funkcji

fft dO analizy Sygnatu from scipy.fft import fft, fftfreq

. . import numpy as n
Slr\tjs<)](jfilr]€3§3() imgort matgiotlib?pyplot as plt

# Parametry sygnaztu

N = 600 # liczba probek

T=1.0/ 800.0 # okres probkowania (odwrotnosc¢ czestotliwosci probkowania)
# f probkowania = 1/T = 800 Hz

Generowanie wektora czasu (od @ do N*T z wykluczeniem korca)
= np.linspace(©.0, N*T, N, endpoint=False)

Definicja sygnatu:

Sygnat jest sumg dwoch sinusoid o czestotliwos$ci 50 Hz i 80 Hz
y = sin(2m * 50 * x) + 0.5 * sin(2m * 80 * X)

= np.sin(50.0 * 2.0*np.pi*x) + 0.5*np.sin(80.0 * 2.0*np.pi*x)
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Politechnika
Wroctawska

Szybka transformata Fouriera

Przyktad J

pokazuje: O iy 07.0y X
® importowanie funiji Generowanie wektora czasu (od @ do N*T z wykluczeniem konca)
7 modutu fft b-lbl-lotek-l = np.linspace(0.0, N*T, N, endpoint=False)
SCipy Definicja sygnazu:
. .o Sygnat jest sumg dwoch sinusoid o czestotliwosci 50 Hz 1 8@ Hz
» wykorzystanie funkcji V= SIn(2m * 50 * X) + 0.5 * sin(2n * 80 * X)
fft do anal-izy Sygnatu = np.sin(50.0 * 2.0*np.pi*x) + 0.5*np.sin(80.0 * 2.0*np.pi*x)
SinUSOidalnegO Obliczenie FFT sygnatu

yf = fft(y)

# Obliczenie wektora czestotliwosci
xf = fftfreq(N, T)

# Wykres sygnatu w dziedzinie czasu

fig, ax = plt.subplots()

ax.plot(x, y)

ax.grid()

ax.set _xlabel( 'time [s]")

ax.set_ylabel( 'amplitude”)

ax.set _title('Sygnat w dziedzinie czasu')




5

Politechnika
Wroctawska

Szybka transformata Fouriera

Przyktad |
pokazuje: J

 importowanie funkcji
z modutu fft biblioteki

scipy

» wykorzystanie funkcji
fft do analizy sygnatu
sinusoidalnego

O

scipy 07.py X

t Generowanie wektora czasu (od @ do N*T z wykluczeniem konca)
= np.linspace(0.0, N*T, N, endpoint=False)

b Definicja sygnatu:
t Sygnat jest sumg dwoch sinusoid o czestotliwosci 50 Hz i 80 Hz
'y = sin(2m * 50 * X) + 0.5 * sin(2m * 80 * x)

= np.sin(50.0 * 2.0*np.pi*x) + 0.5*np.sin(80.0 * 2.0*np.pi*x)

t Obliczenie FFT sygnatu Ssygnat w dziedzinie czasu

yf = fft(y)

# Obliczenie wektora czestotliw
xf = fftfreq(N, T)

amplitude

# Wykres sygnatu w dziedzinie c
fig, ax = plt.subplots()
ax.plot(x, y)

ax.grid()

ax.set _xlabel( 'time [s]") - . - - . - - .
. 0.0 01 02 03 04 05 0.6 0.7

ax.set_ylabel( 'amplitude”) time [s]

ax.set _title('Sygnat w dziedzinie



Politechnika
Wroctawska

Szybka transformata Fouriera

Przy kt ad O scipy_07.py* X

. # Przygotowanie trzech wykresow do analizy w dziedzinie czestotliwosci

F)C)P(Ei:ZLJJGE- fig2, (ax21, ax22, ax23) = plt.subplots(3,1, figsize=(6,8))

. . 31 # Wykres czesci rzeczywistej i urojonej transformaty
°

]mportowan]e funkCJ] A ax21l.plot(xf, np.real(yf), label='Czesc rzeczywista')

7 modutu fft b]bl]Otek] ax21.plot(xf, np.imag(yf), label='Czesc¢ urojona’)

. ax21.grid()
SC1 py ax21.set_xlabel( 'frequency [Hz]")
. . ax21.set_ylabel( 'wartosc FFT")

° WkarzyStan]e funkCJ] ax21.set_title('FFT - czesci sktadowe ")

ax21.legend()

fft do analizy sygnatu
s s # Wykres moduzu FFT (amplitudy) w pasmie dodatnich czestotliwosci
Slr\tjs<)](jfilr]€3§;() # Normalizacja amplitudy: 2.0/N * |yf]

ax22.plot(xf[:N//2], 2.8/N * np.abs(yf[@:N//2]))
ax22.grid()

ax22.set xlabel( 'frequency [Hz]")

ax22.set_ylabel( ‘amplituda’)

ax22.set_title( 'Widmo amplitudowe (skala Liniowa) ")

# Wykres modutu FFT w pasmie dodatnich czestotliwosci w skali logarytmicznej
ax23.semilogy(xf[:N//2], 2.8/N * np.abs(yf[@:N//2]))

ax23.grid()

ax23.set xlabel( 'frequency [Hz]")

ax23.set_ylabel( ‘amplituda [Log]")

ax23.set_title( 'Widmo amplitudowe (skala Logarytmiczna)')

plt.tight layout()
plt.show()




Politechnika
Wroctawska

Szybka transformata Fouriera

Przyktad B sy 07y X
# Przygotowanie trzech wykreséw do analizy w dziedzinie czestotliwosci

‘ pOkaZUJe: fig2, (ax21, ax22, ax23) = plt.sut FFT - czgsci skladowe

—— (zesc rzeczywista

1 1 11 # Wykres czesci rzeczywistej i urc Czest urojona
: ]mportowan]e funkCJ] i ax21l.plot(xf, np.real(yf), label= E U _ |
y modutu fft b]bl]Otek] ax21.plot(xf, np.imag(yf), label= [ \‘ {
. ax21.grid() *
SC1 py ax21.set_xlabel( 'frequency [Hz]")
. . ax21.set_ylabel( ‘wartos¢ FFT") 400 -300 -200 -100 0 100 200
° WkarzyStan]e funkCJ] ax21.set_title('FFT - czesci sktac requency [zl

ax21.legend() Widmo amplitudowe (skala liniowa)

(=]
[=2]

fft do analizy sygnatu | |
sinusoidalnego R St

ax22.plot(xf[:N//2], 2.8/N * np.at
ax22.grid()

ax22.set_xlabel( ‘frequency [Hz]") : : . ; ; ! ;
ax22.set_ylabel( ‘amplituda’) 0w “imujﬁﬂH;“J e B0 e
ax22.set_title( 'Widmo amplitudowe Widmo amplitudowe (skala logarytmiczna)

(=]
N

amplituda

(=]
hJ

(=]
[=]

# Wykres modutu FFT w pasmie dodat
ax23.semilogy(xf[:N//2], 2.0/N * r
ax23.grid()

ax23.set xlabel( 'frequency [Hz]")
ax23.set_ylabel( ‘amplituda [Log]")

ax23.set_title( 'Widmo amplitudowe 0 50 100 150 200 250 300
frequency [Hz]

=
=
1

-

amplituda [log]

plt.tight layout()
plt.show()
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Politechnika
Wroctawska

Odwrotnos¢ macierzy

Przyktad J

pokazuje:
. . O scipy_OB.pyx
* Importowanie [
mOdUlu l]nalg Przyktad pokazujgcy wykorzystanie funkcji

b]bllotek] SC]py do obliczania odwrotnosci macierzy

z modutu Linalg biblioteki Sc1iPy.
» wykorzystanie funkcji
inv do obliczenia
macierzy odwrotnej

https://docs.scipy.or

import numpy as np
from scipy import linalg

# Definiujemy macierz A (3x3)
A = np.array([

[1J 3J 5]J

[2J 5} 1]J

[2, 3, 8]

1
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Politechnika
Wroctawska

Odwrotnos¢ macierzy

Przyktad
pokazuje:

e importowanie
mOdUlU l]nalg # Wyswietlenie oryginalnej macierzy

¥
o

biblioteki SC]py print(“Macierz A:")

print(A)
* WykorZyStan]e funkCJ] # Obliczenie macierzy odwrotnej A”-1 przy uzyciu funkcji linalg.inv()
inv do obliczenia invA = linalg.inv(A)
macierzy odwrotnej

# Wyswietlenie macierzy odwrotnej
print(”\nMacierz odwrotna A™-1:")

print(invA)

wWdZ i rawnosci wynik rZeZ y4 i A * AM-1.
# Sprawdzenie poprawnosci wyniku poprzez pomnozenie : 1

Nyniki wi yC ierz zbliz C ierzy jednostkowej.
# Wynikiem powinna byc¢ macier blizona do macierzy jednostkowe
print(”\nWynik mnozenia A * A”-1 (powinien dac macierz jednostkowg):")
print(A.dot(invA))
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Politechnika
Wroctawska

Odwrotnos¢ macierzy

Przyktad

pOkaque: Macierz A:

o importow {i1SEEad
modutu li NG

biblioteki kAL

W GIAi Macierz odwrotna A”-1: ete i)
I\ Ae[oWolsll [[-1.48 ©.36 ©.88]
macierzy [ ©.56 ©0.08 -0.36]
[ 0.16 -0.12 0.04]]

Wynik mnozenia A * A*-1 (powinien da¢ macierz jednostkowg): 1.

[[ 1.00000000e+00 -1.11022302e-16 -5.55111512e-17] Eﬁﬁi@)ﬂj
[ 3.05311332e-16 1.00000000e+00 1.87350135e-16]
[ 2.22044605e-16 -1.11022302e-16 1.00000000e+00] ]




Politechnika
Wroctawska

liniowych

Przyktad |
pokazuje:

* importowanie
modutu linalg
biblioteki scipy

* wykorzystanie
funkcji solve do
rozwigzania uktadu
rownan

')} Rozwigzywanie uktadow réwnan

O scipy_09.py X

Przyktad pokazujqgcy rozwiqzywanie
ukRtadu rownan Liniowych A*x = b.

Pokazywane sqg podejscia:

1. wyRorzystujgce macierz odwrotng
(wolniejsze 1 mniej stabilne numerycznie),

2. oparte o np.linalg.solve

(szybsze 1 bardziej stabilne).

Sprawdzana jest takRze jakosc¢ uzyskanych rozwiqzarn.
Sprawdzane jest, czy uzyskane rozwigzanie (x)
spetnia rownanie A*x = b.




')} Rozwigzywanie uktadow réwnan

liniowych

Przyktad |
pokazuje: J

* importowanie

modutu linalg D cipy 09.py* X
biblioteki scipy import numpy as np
« wykorzystanie from scipy import linalg
funkcji solve do
rozwigzania uktadu # Definiujemy macierz A 1 wektor b
rownan A = np.array([[1, 2],

[3, 411)
b = np.array([[5],

[611)




')} Rozwigzywanie uktadow réwnan

B liniowych
Przyktad J

pokazuje:
* importowanie O B
mOdUlU l]nalg # Rozwigzanie ukiadu rownan liniowych A*x = b
sl B3 . . # przy pomocy macierzy odwrotnej:
~ : # Jest to podejscie wolniejsze i mniej stabilne numerycznie.
WkaIiZ.YStan]e slow_solution = linalg.inv(A).dot(b)
funkCJ] solve do print("Rozwiqgzanie (poprzez mnozenie przez A*-1):")
rozwigzania uktadu sl (gdleny selrtion)
rownan

# Sprawdzenie jakosci rozwigzania:

# Powinnismy otrzymac¢ b, gdy pomnozymy A * (A*-1 * b).
check _slow = A.dot(slow solution) - b

print("\nSprawdzenie jakosci (A*(A*-1*b) - b):")
print(check slow) # powinno by¢ bliskie wektorowi zerowemu




')} Rozwigzywanie uktadow réwnan

liniowych

Przyktad |
pokazuje: J

e importowanie # Rozwigzanie ukladu réwnan liniowych A*x = b
modutu []na[g # przy pomocy np.linalg.solve:

et ’ : # Jest to metoda szybsza i bardziej stabilna
biblioteki SCIpyY # numerycznie niz uzywanie macierzy odwrotnej.

o WkaI’Zystanie fast_solution = np.linalg.solve(A, b)

print("\nRozwiqgzanie (poprzez np.linalg.solve):")

funkcji Solve do print(fast_solution)
rozwigzania uktadu

p , # Sprawdzenie jakosci rozwigzania otrzymanego
rfrownan # przez np.linalg.solve:

# Podobnie jak wczesniej, A*x powinno by¢ roéwne b.
check_fast = A.dot(fast _solution) - b

print("\nSprawdzenie jakosci (A*np.linalg.solve(A,b) - b):")
print(check fast) # powinno by¢ bliskie wektorowi zerowemu




IVl Rozwigzywanie uktadéw réwnan
liniowych

Wroctawska

Przyktad |
pokazuje; J Rozwigzanie (poprzez mnozenie przez A*-1):
| [[-4. ]
* importowanie [ 4.5]]
modutu linalg
biblioteki scipy Sprawdzenie jakosci (A*(A*-1*b) - b):

[[0.00000000e+00]

» wykorzystanie [1.77635684e-15]]

funkcji solve do

rgzwia;ania uktadu Rozwigzanie (poprzez np.linalg.solve):
rownan [[-4. ]

[ 4.5]]

)

Sprawdzenie jakosci (A*np.linalg.solve(A,b) - b):
[[©.]
[0.]]
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Politechnika
Wroctawska

Obliczanie wyznacznika macierzy

\ ) scipyill].py)(
PrZyktad min
pokazuje: Przyktad pokazujgcy obliczanie wyznacznika macierzy
- ) ' za pomocq funkcji det z modutu Llinalg
* Importowanie biblioteki SciPy.

modutu linalg
blbl]Otek] SClpy htt S docs.sci orqg/doc/sci tutorial/Llinalg.html

n

» wykorzystanie funkcji
det do obliczania import numpy as np
wyznacznika from scipy import linalg

macierzy # Definiujemy przyktadowg macierz A
A = np.array([[1, 2],
[3, 411)

# Obliczamy wyznacznik macierzy A
det A = linalg.det(A)

# Wyswietlamy otrzymany wyznacznik
print("Wyznacznik macierzy A to:", det_A)
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Politechnika
Wroctawska

Obliczanie normy macierzy

Przyktad |
pokazuje: J

O scipy 11.py X

. ]mportowan]e Przyktad pokazujqcy obliczanie normy macierzy
mOdLIlU l]nalg przy uzyciu funkcji Linalg.norm z biblioteki SciPy.

biblioteki scipy

Funkcja Llinalg.norm umozliwia obliczanie

) Wykorzystanie roznych rodzajow nerm macierzy,

m.in. normy Frobeniusa, normy L1, L2, czy normy makRsimum ().

funkcji norm do
obliczania normy
macierzy

import numpy as np
from scipy import linalg

# Definiujemy przyktadowg macierz A
A = np.array([[1, 2],
[3, 411)
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Politechnika
Wroctawska

Obliczanie normy macierzy

Przyktad |

pokazuje:
A . # Wyswietlenie rdznych rodzajow norm macierzy A

* lmportowame # Domyslnie linalg.norm(A) oblicza norme Frobeniusa.
mOdUlU l]nalg print(“Norma Frobeniusa (domyslna):", linalg.norm(A))
b]bl]OtEk] SCipy # Norma Frobeniusa (jawnie podana)

print(“Norma Frobeniusa (fro):", linalg.norm(A, 'fro'))

» wykorzystanie
funkcji norm dO # Norma 11: maksymalna suma bezwzglednych wartosci w kolumnie

Obliczania norm print("“"Norma L1:", linalg.norm(A, 1))

macierzy Frobeniusa (domyslna): 5.477225575051661
Frobeniusa (fro): 5.477225575051661
11: 6.0

-1: 4.0
wo: /.0




Politechnika
Wroctawska

kwadratow

Przyktad |
pokazuje: - J

 importowanie modutu
linalg biblioteki scipy

» wykorzystanie funkcji
Istsq do
rozwigzywania uktadu
rownan (w sensie
najmniejszych
kwadratow)

(Ha

L} Dopasowanie - metoda najmniejszych

scipy_12.py X

Przyktad pokazujqgcy dopasowanie modelu
do danych metodg najmniejszych kwadratow
(Least squares).

W ponizszym przyktadzie:

il

2.

https://docs.sci

Generowane sqg dane pomiarowe (xi, zi),
ktore sq zaszumionq wersjqg funkcji

y = cl*exp(-x) + c2*x.

Konstruowana sq macierz A i wektor z.
Rozwigzanie uktadu rownan A*c = z
pozwala na wyznaczenie parametrow cl oraz c2.

. Wykorzystywana jest funkcja linalg.lstsqg

do znalezienia parametrow c = [c1, c2]
minimalizujgcych btaqgd.

. Otrzymane parametry sq wykorzystywane

do narysowania dopasowanej Rrzywej
1 poréwnania jej z danymi pomiarowymi.

doc/sci tutorial/Linal

Frariar




Politechnika
Wroctawska

kwadratow

Przyktad
pokazuje:

 importowanie modutu
linalg biblioteki scipy

» wykorzystanie funkcji
Istsq do
rozwigzywania uktadu

rownan (w sensie
najmniejszych
kwadratow)

O

L} Dopasowanie - metoda najmniejszych

scipy 12.py* X

import numpy as np
from scipy import linalg
import matplotlib.pyplot as plt

# Inicjalizacja generatora liczb losowych
rng = np.random.default rng()

# Definiujemy prawdziwe wartosci parametrow modelu
cl, c2 = 5.0, 2.0

# Tworzymy wektor x (xi) skiadajgcy sie z 10 punktow
# (od 9.1 do 1.0 z krokiem 0.1)
xi = np.arange(0.1, 1, 0.1)

# Wyliczamy wartosci teoretyczne (bez szumu)
yi = cl * np.exp(-xi) + c2 * xi

# Dodajemy szum do danych, aby zasymulowac pomiary

# Szum to 5% maksymalnej wartosci yi,

# pomnozone przez losowg liczbe z rozkiadu normalnego

zi = yi + 0.05 * np.max(yi) * rng.standard normal(len(yi))



I/} Dopasowanie - metoda najmniejszych
kwadratow

Wroctawska

Przyktad |

pokazuje: O X

. — # Budujemy macierz A dla metody najmniejszych kwadratow:

 importowanie modutu # AT C=z, gdzie ¢ = [cl, 2] .

. 4 &3 - . # Pierwsza kolumna: exp(-xi), druga kolumna: xi
l]nalg biblioteki SCIpY A = np.c_[np.exp(-xi)[:, np.newaxis], xi[:, np.newaxis]]

. WykorZyStan]e funkCJ] # Rozwigzujemy ukltad A * ¢ = z metodg najmniejszych kwadratow
lstsq do c, resid, rank, sigma = linalg.lstsq(A, zi)
rQZW]a.,Zywan]a Uktadu # Przygotowujemy gestszy wektor x (xi2) do rysowania dopasowanej krzywej
rownan (w sensie xi2 = np.arange(6.1, 1, ©.01)
naJmn]eJSZyCh # Wyliczamy wartosci dopasowanej funkcji

kwadratéW) # przy uzyciu znalezionych parametréw c
yi2 = c[@] * np.exp(-xi2) + c[1] * xi2

# Rysujemy dane pomiarowe (zi) jako 'x' oraz dopasowang krzywg (yi2)
plt.plot(xi, zi, 'x', xi2, yi2)

plt.axis([o, 1.1, 3.0, 5.5])

plt.xlabel( '$x i§")

plt.title('Data fitting with Linalg.lstsq")

plt.show()




I/} Dopasowanie - metoda najmniejszych
kwadratow

Wroctawska

Przyktad |
pokazuje: O X
“ # Budujemy _macierz A dla metodv naimnieiszvch kwadratow:
 importowanie modutu #A*C = Data fitting with linalg_Istsq
. "RE . . # Plerwsza [
linalg biblioteki scipy A= np.c_|
» wykorzystanie funkcji e —
Istsq do ¢, resid,
rQZW]a.,Zywan]a Ukladu # Przygoto ] : >j krzywej
rownan (w sensie xi2 = np.a
naJmn]eJ,SZyCh # Wyliczam
kwadratow) # przy uzy
yi2 = c[9]
# Rysujemy
plt.plot(x

plt.axis([
plt.xlabel

plt.titl(—:‘( LUULU jLLLLIIY WLLIT LUIULY.L>LSY )
plt.show()
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Politechnika
Wroctawska

Zagadnienie wtashe

scipy_13.py X

Przyktad | -
pokazuje: J

rrn

. . PrzykRtad pokazujqgcy obliczanie wartosci wtasnych
* 1mportovyame (eigenvalues) i wektorow wtasnych (eigenvectors)
modutu lmalg macierzy przy uzyciu funkcji Llinalg.eig z biblioteki SciPy.

biblioteki scipy
) s W ponizszym przyktadzie:
. WykorZyStan]e funkCJ] . Zdefiniowano macierz A.
e]g do Wyznaczania . Obliczono wartosci wtasne (la)
wartosci wtasnych i

1 weRtory wtasne (v) macierzy A.
p . Wyswietlono obliczone wartosci wtasne
WektorOW WlaSﬂyCh oraz odpowiadajgce im wektory wtasne.
. Zweryfikowano, ze wekRtory wtasne sg
znormalizowane (norma powinna byc¢ rowna 1).
. Sprawdzono poprawnosc, obliczajgc A*v - A*v.
Norma roznicy powinna byc bliska zeru.

https:

rrn
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Politechnika
Wroctawska

Zagadnienie wtashe

Przyktad |
pokazuje:
o importowanie import numpy as np
modutu lmalg from scipy import linalg
biblioteki SCipy # Zdefiniowano macierz A
« wykorzystanie funkcji A = np.array([[1, 2],
eig do wyznaczania [3, 411)
WartOSC,‘ WlasnyCh 1 # Obliczono wartosci wtasne (la) i wektory witasne (v)
wektorow wtasnych la, v = linalg.eig(A)

# Rozpakowano dwie wartosci wilasne
11, 12 = 1a
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scipy_13.py X

Przyktad J 0

pokazuje:

—— # Wyswietlono wartosci wtasne

o importowanie print("Wartosci wtasne (L1, (2):", 11, 12)
mOdUlU l]nalg # Wyswietlono pierwszy wektor witasny v[:,0]
b]bl]otek] Scipy print("Pierwszy wektor wtasny:", v[:, 0])

. WykorZYStanie funiji # Wyswietlono drugi wektor wlasny v[:,1]
e]g dO Wyznaczania print("Drugi wektor wtasny:", v[:, 1])
WartOéCi W’(aSI’\yCh ] # Sprawdzono normy wektoréw witasnych

Wektoréw Wlasnych # (powinny by¢ znormalizowane)

# Suma kwadratdow modutdw elementow powinna by¢ bliska 1
print("Normy wektorow wtasnych:", np.sum(abs(v**2), axis=0))

# Wybrano pierwszy wektor wiasny do weryfikacji
vl = np.array(v[:, 0]).T

# Sprawdzono A*vl - 11*vl. Jesli vl jest wektorem wiasnym,
# norma tego wyrazenia powinna by¢ mata (bliska zeru).
print("Sprawdzenie A*vl - (1*v1:", linalg.norm(A.dot(vl) - 11*v1))




Zagadnienie wtashe

scipy_13.py X

Przyktad | 0
pokazuje: J

# Wyswietlono wartosci wtasne

o importowanie print("Wartosci wtasne (L1, (2):", 11, 12)

mOdUlU l]nalg # Wyswietlono pierwszy wektor wtasny v[:,0]
b]bl]otek] Scipy print("Pierwszy wektor wtasny:", v[:, 0])

Wartosci wtasne (11, 12): (-0.3722813232690143+07)
(5.372281323269014+07)

Pierwszy wektor wiasny: [-0.82456484 0©.56576746]
Drugi wektor wtzasny: [-0.41597356 -0.90937671]
Normy wektordw witasnych: [1. 1.]

Sprawdzenie A*v1l - 11*v1l: 5.551115123125783e-17

print("Sprawdzenie A*vl - (1*v1:", linalg.norm(A.dot(vl) - 11*v1))




Podsumowanie

Wybrane funkcje biblioteki scipy

» szybka transformata Fouriera

« odwrotnosc macierzy

e uktad rownan liniowych

e wyznacznik macierzy

e NOrma macierzy

« metoda najmniejszych kwadratow
e algebraiczne zagadnienie wtasne
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